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Abstract

The development of a ground control station for
Farthbased contol of the Dexterous Orbital Servicing
System (110SS) is described. The DOSS flight test pro -
gram provides a wmanipulator which is mounted on a
multi-purpose experiment support structure (MPESS)
inaSpace Shuttle payload bay and may czecute tasks
fromthe MPESS or while held by the SSRMS ma-
nipulator. The DOSS will demonstrate the abilily to
perform dexterous robolic operations both from an on-
board control station and from an Earth-based control
station. Theinitial prototype ground control station for
DOSS is described.

1. Introduction

The Dexterous Orbital Servicing System (1)0SS)
flight. test program is being developed by NASA to ver-
ify the ability to utilize telerobotics for ser vicing Space
Station Alpha [1]. The systein will be developed as
a class B payload and could be launched in the Fall
of 1996. In coordination with the 1)0SS f{light test
program, NASA iunitiated the Ground Control Station
for DOSS taskin fiscal year 1994 to develop ateler-
obotics control station for commanding space robots
from Farth, with focus onthe 1.)0SS application. This
paper briefly reviews the 1)0SS program and then de-
scribes the Grou nd Control Station development.

The 1)0SS programis being developed by a team
of threce NASA centers, Johnson Space Center, Lan-
gley Research Center and Jet Propulsion Laboratory,
and Martin Marrictta Astronautics as expert contrac-
tor.JSC provides the project management and is re-
sponsible for the formal Orbiter integration process.
Martin Marrictta Astronautics (MMA) will develop the
majority of the flight systems, including the flight ma-
nipulator, flight avionics and the aft flight deck com-
mand and display systemms. MMA will deliver the in-
tegrated payload bay elements to Kennedy Space Cen-
ter for integrationinto the Orbiter. Langley Rescarch
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Center will provide the Hydraulic Manipulator Testbed
(}IMTB), a hydraulic 1)0SS simulator, for software
tests, t ask panclcheck-outs, and flight crew training,
Jet Propulsion Laboratory will develop an integrated
ground control station that will serve as an engineer-
ing model of a Payload Operations Control Ce nter
(POCC). The ground control station will provide real-
time video, graphicsand predictive displays, off-line
task sequencing and verification, autonomous control
command generation, and high rate telemetry feedback
and display. The giound control station will be tested
via remote operation of the HMTB at 1.aRC from JPL,,
and will be delivered to JSC for integration into the
flight POCC.

1.1. Mission Objectives

The DOSS has three primary program mission
objectives: risk mitigation, demonstration of teler-
obotics as an operational tool, and technology testbed.
Telerobotic maintenance is required for International
Space Station Alpha (ISSA) and both ground-based
and and Station-based control of external manipulators
is planned. Sinceno other fli.gilt tests of telerobotics
systems are plauned prio to operation on ISSA, the
DOSS flight test provides risk mitigation by demon-
strating the techuologics and finding problems early so
that they canbe corrected prior to operation on ISSA.
Ground control technologies which may be demon-
strated include remote control with time delay, scene
calibration, safety assurance, and task command se-
quence generation, ver ification, and execution. DOSS
will ver ify mechanical interfaces and operational sce-
narios including Oz1bital Tool Changeout Mechanism,
Orbital Replacement Unit (ORU)and tools interfaces,
ORU changeout tasks, alignment, mating, and de-
mating tasks, inspectionand verification tasks, and
1VA on- orbit control.1 )OSS will demonstrate dexter-
ous telerobotics as a viable operational tool for future
Shuttle operations. Telerobotics may provide au alter-
native to some payload mechanismm redundancies, and
provide and aternative to astronaut EVA either for se-




lected enc 1-to-end tasks or for VA equipment setup
andstowageto 1('(111 ((C the amount of I VAastronaut
time.

The technical mission objectives support the pro-
gram mission objectives. The utility of telerobotics
for exccution of realistic on-orbit operations will be
demonstrated. The manipulator design and on-orbit
task performance will be analyzed to improve future
space telerobotic systems. An aft flight deck worksta-
tion will be developed for on-orbit teleoperation with
future ability to accept commandsfrom a .groulld-based
control station. Comparisons 0f ground based simula-
tions with flight data will be used to increase the fidelity
of ground based simulations.

1.2. Experiment 1 Jardware and Tasks

The 1)0SS flight system hardware components in-
clude a payload bay clement and an Aft Flight Deck
(AFD) Workstation element. The payload bay ele-
ment includes the manipulator avionics, cameras, task
panel, and a Multi-purpose Experiment Support Struc-
ture (MPESS). The task panelincludes four different
protoflight unit Space Station ORUs which will be used
for Space Station type ORU tasks. These ORUs rep-
resent 85 percent of the 1SSA robot-compatible ORUs.
The 1)OSS body will have two camera and light sub-
assemblies with pan/tilt capability. The AFD Worksta-
tion includes a portable color computer, display soft-
ware, handcontrollers, and power and data interfaces.

The Ground Control Station (GCS) will be in a
Payload Operations Control Center at JSC and will
cominunicate with the flight DOSS system via ‘1'1)1{ SS
satellite communications.

The tasks to be performed during the mission fall
into five sequential stages: initializationand check-
out, fixed base op crations and characterization, SRMS-
based dynamics evaluation, SRMS-based operations,
and stowage and deployment. Initialization and check-
out will verify that 1)0SS is working properly and pre-
pare for the subsequent stages. The fixed-base oper-
ations and characterizations stage will include tasks
where the manipulator base is fixed to the MPESS.
Tasks will include ORU targetiug, grapple, removal,
andinsertion.Inthe SltMS-based dynamics evaluation
stage, the DOSS manipulator will be picked up by the
Space Shuttle Remote Manipulator System. The 1)0SS
manipulator will thenbe commanded to move through
a series of autonomous motions to provide data for dy -
namics characterization of the compound manipulator
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Figure 1: Ground Coutrol Station Architecture for
DOSS

syst em. In the SRMS-based operations stage, a subset
of the fixed-base tasks will be performed for compari-
sont with the fixed-l)aw, operationresults. The stowage
and deployment stage includes placing the DOSS ma-
nipulator back onthe MPESS. Additionally, there may
also include docking of the MPESSonthe Mir space
station and IVA traunsfer of the AFD eleinents to Mir.
The Ground Control Station is being developed to pro-
vide the ability to command the 1)OSS system from the
ground for the various stages of the {light program. The
commands from the GCS may go directly to the DOSS
control system or to the 1)0SS control system via the
AFD Workstation.

2. The GCS Arvchitecture

The Ground Conty 0] Station architecture is shown
infigure 1. The architecture is separated iuto the lo-
cal site, which is the Ground Control Station, and the
remote site which is the space Last’d DOSS system.
The functionality of the GCS is separated into several
groups, cach of which could be implemnented as a sep-
arate process. The Ground Control St ation is an evo-
lution of prior ground control technology development
activities [2).




The Sequencer generates and sequences task pro-
grams. This 1S separated into Task Program Gener-
ation and T'ask Program Sequen cing.  T'ask Program
Generation allows the op erat or w create program com-
mands by sclecting co m mand s and specifying appro-
priate parameters. Command parameters can be spec-
ified in the graphical simulation environment or from
an appropriate list of parameters for a command. For
example, for a MOVE command, the operator tells the
system what frame (e.g., end eflector or a grasped tool)
to move to what location (eg., a Handle of an Electron-
ics ORU).The objective is to provide a siinple way of
writing individual commands with a predefined syntax.
The operator specifies numneric and symbolic parame-
ters from existing information either from alist or from
interaction in the graphical environment. AU intecrac-
tive panel is provided for each command to aid the op-
erator in generating a comimand. The Task Program
Sequencing module provides both task program edit-
ing and sequencing. The operator can change, delete,
and add task program commands.For example, the
operator can add a new MOVE command to an exist-
ing program by first using the MOVE panel and then
inserting the new command at the desired location in
the task program.

Task programs are executed by sequencing each
line of the task program andissuing commands both
to the remote site and loca site for execution. The lo-
cal site execution provides the interface, displays and
analysis specific to the comnmand executing at the re-
mote site. ‘I'ask commands can be sent individually or
a whole task program can be sent for execution a one
time.

The Observer provides the local site interface to
the operator specific to the command executing at the
remote site. The Local Command Sequence Execution
receives the loca commands from the Sequencer and
generates the displays and analysis associated with the
remote site commands. The Displays are the displays
for the current commandandthe Analysis are the loca
site analysis and monitoring that is done for the cur-
rent command. For example, if a command requires the
arm to contact an environment and thus force control
is activated, this module will automatically open a win-
dow to display the force/torcluc information. Similarly,
if the coimmand is to perform an inspection task, this
module will open a special inspection window to show
the results. A functionality to reset system state back
to a previous state is incorporated so that partially
successful simulation results cau beretained aud ouly
those steps needing modifications are reprogrammed

and simulated.

The Knowledge Base provides information on the
objects in the environment, task information such as
appropriate tools for tasks onspecific objects, camera
characteristics, andstatusof tile remote site. Task pro-
gramsmay have symbolic data When commands are
executaed, the symbolic parameters are replaced by nu-
meric iu formation from the Knowledge Base.

The Modeler provides modeling and calibration of
the models tot he real environment. The Calibration in-
cludes video calibration as discussed below. The Ren-
derer provides rendering of a graphical representation
of the remote scene. The Simulator provides a simu-
lation of the remote ste including task execution,dy -
namics and interaction with the remote environment,

The Communication provides coimmunication with
the remote dte. Since different remote sites will have
specific interface Specifications, both for communica-
tion and for command formats, this module is specific
to a particularremote site. Information is translated
both when sending and receiving data to interface the
local aundremote sites.

3. Coordinated Reactive Sequencing

It is desired to be able to send branching command
scquences to the remote system for execution. These
branching sequences are equivalent to state transition
diagrams with commands as nodes. Since the actua se-
quence of commands that will be executed is not known
when the branching sequence is sent to the remote site,
the remote site needs toinform the local site of com-
mand results and branching. Since specific loca site
analysis and displays are done for specific remote site
comn mands, the local site must have a corresponding
branching sequence that is followed as informed by the
remote site, This is shown iu figure 2. The local and
remote Sites have corresponding branching  sequences,
but the contents Of the specific commands are differ-
entfor local andremote sites. Kach local and remote
site command can generate multiple subcommands and
actions as implied in the figure.

4. System Implementation Status

The Ground Control Station now has various ca-
pabilities supporting task sequencing, simulation, and
calibration. The target application for 1994 was a re-
mote e¢ddy current scnsor inspection task. The various
technologies were developed to alevel to demonstrate



Figure 2: |,0cal-remote coordinated reactive sequenc-
ing,

this task; the system will be further enhancedinthe
coming year. An operator at the GCS is shown in fig-
ure 3. The GCS operator interface screen is shown in
figure 4.

4.1. Task Programming Language

A language hasbeen developed for task programs
which is called the Space Robotics Language (SRI.).
SRL is an extension of the Tool Command Language
(Tel) [3]. SRI.is the definition of a dictionary and
syntax for specifying commands to remote robots. An
implementation of SRI consists of procedures for each
SRI, command that may do any or all of three things:
access the Knowledge Base to bind data specifications
to alevel appropriate for the particular remote site,
translate the command into one or more remote site
specific commands, and seud those commands to the
remote robot or simulation. The current implementa-
tion of SR consists of procedures for commnands nec-
essary to perform an eddy currentinspection task, as
described pelow. The procedures are implemented us-
ing Tcl, therefore the trandator is a T'cl interpreter that
has the procedures for a particular remote site loaded.

The syntax of SR1. borrows from Tel, but differs
in two ways that arc significant for implementation and
make the commands more easily understood by-an op-
erator. First, we want a symbolic representation of
data that does not require the use of the Tcl “$vari-
able” syntax to access. Second, we want command
clauses which may be comm ands themselves, but which
do not require the T'el “[command]” syntax to execute.
To accomplish both requircments, SRI, procedures in-
terpret their arguments in a general fashion. First they
check to see if the arguments given provide the com-

Figure 3: The ground control station

mand data in the correct numerical {formn. 1f not, they
then query the Knowledge Base for the data using the
arguments as symbolic identifiers.  [f the Knowledge
Base does not have data for the specified symbol, then
the procedure will return an error. If the data is found,
the procedure removes the data fromthe argument list
and then passes the r cinaining arguments to the inter-
preter as another commmand. Because the translator is
a Tcl interpreter, the Tel syntax forms arc still valid.
Planned development will constrain task programs to
(rely SRI.syntax.

Ointce the data for a specific command has been
found, the SRL procedur e translates sad/or sends the
command. Translating the SR, command consists of
determining which remote site command or commands
are necessary and mapping, the SRI, data specification
to the form appropriate for those commands. Sending
the commands consists of calliug Tcl procedures that
implement the iuterface to the remote site. The inter-
face with the current experimental remote site [4] is
a unix socket. Command s are data packets that con-
sist of a command1D anddata for the command. For
each command that is definedin tne remote site, a
Tcl procedure is implemented in C that sends it. This
Tcl-remote inter face must be implemented for cachre-
mote site. The currentremote site does not support
sequencing of multiple comnands. Therefore, sequenc-
ing is done in the GCS and individual commands are
sent to the remote site.

4.2. Graphics and Video Calibration
Oue window on t he operator’s console displays

a 3-dimensional graphic representation of the remote
site, including the robotarm, orbital replaceable units
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Figure 4: GCS interface for task execution

(ORUs) and Space Station truss mockup. The graphic
display is driven from a hierar chical CAD model
database. The arm location is kept current with pe-
riodic reports from theremote Ste.

Live video from any of several video cameras at the
remote site is displayed on a separate monitor in the
GCS console. An interactive program that commands
avideo switch is used to select which cameravideo is
displayed.

Video images arc also captured from any of the
cameras for display onthe same workstation that dis-
plays the 3-1) graphic view. The actual capture takes
place a the remote site, under control of commands
from the GCS console, and the digitized images arc
transmitted back to the GCS console for display. Each
frozenimage is displayed in a window which is the same
size as the graphics window, from which operator mea-
surements may be made for video Calibration.

In realistic scenarios, there will be errors in the
model database, either from errorsin generating the
database or changessince the database wasgenerated.
Effective utilization of video images returned from the

fua

remote site alows the operator to correct such errors
using video calibration [5]. Video calibration consists
of two distinct but simmilar operations: camera calibra-
tion andobject localization. The main GCS display
appearance is similar {for both, as shown in figure 5.
The video image display window appears when the op-
crator selects video calibr ation mode under the “GCS-
CONTROL” button of the video/graphics menu that
is inthe far upperright of the screen.

T'he camera calibration process iS necessary in
order to determine the correspondence between 2-
dimensional image locations in a camera aud 3-
dimensional locationsin the workspace. When a camn-
era calibration isinitiated, tile GCS system guides the
cq)(‘rater throughthe process of sclecting 3-features
for which the locationsin 3-space are well-known, aud
measuring the corresponding 2-1) image locations. The
operator uses the mouse cursor to designate each fea-
turcinthe 3-1) graphic display wiudow, aud then uses
the mouse cursor tomeasure the corresponding 2-1) im-
age location in the video image display window. When
cnough 3-1) featurclocationto 2-1) image location data
sets have been collected (at least 7 sets), the opera-
tor commands the GCS system to compute a camera
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Once camera models have been determined for at
least 2 cameras, the operator may localize objects using,
a process shmilar to the camera calibration, where 3-1)
features on the object of interest and corresponding 2-
1) image points are selected. Datais collected from two
camera locations. When suflicient points are collected,
the operator comnands the local ization data reduction,
and a least squares solution is computed and applied
to the object in the modecl database.

Graphical modeling and rendering was done us-
ing the TeleGRIP product from Deneb Robotics. The
video calibration was developed a JP'1.[5] and inte-
grated into TeleGRIP as part ofa cooperative NASA
commercialization task. Thercefore, the modeling and
rendering, including the video calibration, ave al part
of one TeleGR 1P process in the current system. The
TeleGRIP process performs all 3-1) graphics display
and video image display, and maintains almost all of
the CAD model database. 11’1, enhancements to Tele-
GRIP include the video image display window, al video
calibration functionality, and a network interface that
allows TeleGRIP to service requests from other pro-

cesses, e.g., the Klio\\V'ledge Base Process. The menu
bar tha t appears in the far upper right of figures 5 and
4 is also part of the TeleGRIP process, and provides
operator control of the JP'L enhancements.

4.3. Knowledge Basc 1'recess

The Knowledge Base process (KB) is desigued to
be the access path to the TeleG R 1P process, providing
both update and query access to the TeleGRIP CAD
model database. In addition, KB maintains an aug-
mentati on databasce for data that is not representable
in the TeleGRI PP CAD model database, and provides
a com m and channel for controlling the TeleGRIP pro-
cess, KB acts as a scrver, responding to network re-
quests from other processes. The KB process is imple-
mented in Tel with the Tcl-DP exterision to provide
network remote procedure call capability. A few JPL-
added commands provide the necessary custom net-
work communication with the TeleGRIP process.

4.4, Task Sequencing and Simulation

The Sequencer, Olbserver and Communication
modules have been combined int o one module, called



the Sequencer, in the current implementation.  Sim-
ulation is done in two ways. When simulating com-
mand s for the remote site. a simulation conmarnid is
sent to the remote site to put it, into siimulation mode.
Then the com mands to be simulated are sent o the re-
mote site and executed, but instead of control ling the
real manipulator, the joint commands that would have
been commanded to the manipulator are returned to
the local dite and these arc used to update the graph-
ical simulation. When simulating 1)OSS commands,
the commands arc converted to equivalemt IGRI1? com-
mands and sent to the TeleGRIP process directly. The
GCS operator interface showing the task program for
the eddy currentinspection task is showu infigure 4.
The Commands column provides commands that an
operator can choose from when constructing or edit-
ing a task l)ro.grain. The second column provides task
programs which have previously been built which the
operator can choose either to execute,or to insert into
another task program, or to select commands out of for
insertion into another task program. The selected task
program or command is displayed inthe third column.
The current task program is displayed in the fourth col-
umn, Sequer ice Execution. If the operator selects the
task programname, which is displayed iu the upper left
of the third columu, then the whole task program is in-
serted iuto the current task program in the fourth col-
umn. The operator can aso select specific comnmands
out of the third columnand pick “Insert Commands'”
and these specific commands arc inserted into the cur-
rent, task program. Commands in the current task pro-
gram can aso be deleted and the current task program
canbe saved with “s ave-as” and given a unique name
or saved with “save”. The next command to exccute
is highlighted aud thenext command is sent by select-
ing the “Send One” button. For aremote site which
supports receiving multiple commands, the ‘‘Send All”
button would be usca to scud thecomplete sequence.
The Remote Execution Queue is at the lower left of the
interface and indicates what command is executing at
the remote site or “Remote Queue is empty” when no
command IS running a the remote site, or displays an
error condition.

5. Remote Execution of an Inspection
Task

The task program of figure 4 perforins the eddy
current scnsor task. This task was executed with the
remote site in the JI’L. Remote Surf rface Inspection Lab-
oratory inbuilding 198 and the local site inthe Ground
Control Station laboratory in building 277. The com-
mands of the task program are described below.

Real : P’uts the remote site in real execution mode as
opposed to simulate.

Activate @ Activates the remote robot

Move Joints To $Left. Handed Joints : Move the
remote robot to specified joint angles; angles are
specified as a Tl variable.

Move To $Staging : Move to a specified frame
which is specified as a T'cl variable.

Move ‘I'0 eddy._path_approach With Forces

$) kcw.Space. Forces : Move to a specified
frame; the frame is specified as a Tcl sym-
bol “eddy .path_approach” and the procedure
will scc that the data is not numecrical and
query the knowledge base for the numerical val-
ucs.  The remaining arguments “With Forces
$1rec.Space_Forces” are executed as a separate
command which sets the force control parameters
to the numerical value of the Tcl variable.

Touch To [First Frame Of eddy_path ]
With Forces $Touch_Level_ Forces : Touch a
su face at a frame specified by the numerical value
ret urned when the Tcl interpreter executes the
command “First It ame of eddy_path ” The SRI,
procedure for this command querys t he knowledge
base for “eddy.~)ath”.

Move Along eddy.path With Forces $Scan_Forces :

Move along “eddy_path,” the data for which is re-
trieved from the knowledge base.

Forces $Depart_Yorces : Set the force control pa-
rameters to those specified by the T'cl variable.

Move To eddy-path- depart: Move to frame spec-
ified by SRIL symbol “eddy_path_deprart”

Forces $Free_Space. Forces : Set the force control
parameters to those specified by the Tcl variable.

Move To $Staging : Move to frame specified by Tcl

variable.
Deactivate : 1 )eactivates the remoterobot

Wrench_Display KILL : Closes the wrench display.

6. Simulation of the DOSS Manipulator

The DOSS manipulator was modeled in the Deneb
IGRIP environment and can be commanded with SRI,
commands and task programs as is shown iu figure 6.
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The figure also shows a comimand panel which is used
to generate an SR, command.

7. Conclusions

A Ground Control Station for Earth-hased control
of the Dexterous Orbital Servicing System (1)0SS) has
been designed and an initial prototype has been de-
veloped. The system has been used for laboratory ex-
peritnents using aseven degree of freedomn manipulator
including an eddy current inspection task at a remote
location. A commanding language was developed based
upon the Tool Command Language and video calibra-
tion was incorporatedintothe system. Also, the 1)0SS
manipulator was modeled and can be commanded in
simulation. A hydraulic simulator of the 1)0SS manip-
ulator a Langley Resecarch Center will be controlled
from the GCS at J ’'l. inthe coming year. The GCS
system Will be further enhaunced in the coming year
with the goal of installing the technology at Johnson
Space Center for use inthe 1)OSS Flight Test Program.
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